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1. 

SYSTEMIS AND METHODS FOR HAPTC 
AND GESTURE-DRIVEN PAPER 

SIMULATION 

FIELD 

The present disclosure generally relates to computer sys 
tems and more specifically relates to systems and methods 
for haptic and gesture-driven paper simulation. 

BACKGROUND 

The use of electronic documents and document readers 
has become more prevalent. With the advent of electronic 
books (e-books) and Smart phones, dedicated e-book read 
ers, tablets, and other portable devices, users have become 
accustomed to having large quantities of written material 
stored in electronic form for increased portability and ease 
of access. But while such e-book readers provide a user with 
the basic ability to view content on a display screen, the 
'pages' or documents shown on screen do not convey any 
sense of the paper the pages might have otherwise been 
printed on. E-books stored on a tablet or other portable 
device may provide a small, light form-factor, but fail to 
convey the experience of holding a book and feeling its 
pages, or of touching and moving a map to find a desired 
location. 

SUMMARY 

Embodiments according to the present disclosure provide 
systems and methods for haptic and gesture-driven paper 
simulation. For example, one disclosed embodiment com 
prises a method having the steps of receiving an electronic 
document, receiving metadata related to the electronic docu 
ment, the metadata comprising a characteristic indicating a 
type of paper, generating and transmitting a display signal 
configured to cause display of the at least a portion of the 
document, and generating and transmitting a haptic signal 
based on the type of paper, the haptic signal configured to 
cause a haptic output device to generate a haptic effect. In 
another embodiment, a computer-readable medium com 
prises program code for causing a processor to carry out 
Such a method. 

These illustrative embodiments are mentioned not to limit 
or define the invention, but rather to provide examples to aid 
understanding thereof. Illustrative embodiments are dis 
cussed in the Detailed Description, which provides further 
description of the invention. Advantages offered by various 
embodiments of this invention may be further understood by 
examining this specification. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The accompanying drawings, which are incorporated into 
and constitute a part of this specification, illustrate one or 
more examples of embodiments and, together with the 
description of example embodiments, serve to explain the 
principles and implementations of the embodiments. 

FIGS. 1A-C show an illustrative system for haptic and 
gesture-driven paper simulation according to embodiments 
of the present disclosure; 

FIG. 2 shows a system for haptic and gesture-driven paper 
simulation according to embodiments of the present disclo 
Sure; 

FIG. 3 shows embodiments of simulated paper according 
to one embodiment of the present disclosure; 
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2 
FIGS. 4A-B and 5A-C show gestures for interacting with 

simulated paper according to embodiments of the present 
disclosure; and 

FIGS. 6 and 7 show methods for haptic and gesture-driven 
paper simulation according to embodiments of the present 
disclosure. 

DETAILED DESCRIPTION 

Example embodiments are described herein in the context 
of systems and methods for haptic and gesture-driven paper 
simulation. Those of ordinary skill in the art will realize that 
the following description is illustrative only and is not 
intended to be in any way limiting. Other embodiments will 
readily suggest themselves to Such skilled persons having 
the benefit of this disclosure. Reference will now be made in 
detail to implementations of example embodiments as illus 
trated in the accompanying drawings. The same reference 
indicators will be used throughout the drawings and the 
following description to refer to the same or like items. 

In the interest of clarity, not all of the routine features of 
the implementations described herein are shown and 
described. It will, of course, be appreciated that in the 
development of any such actual implementation, numerous 
implementation-specific decisions must be made in order to 
achieve the developer's specific goals. Such as compliance 
with application- and business-related constraints, and that 
these specific goals will vary from one implementation to 
another and from one developer to another. 

Illustrative System for Haptic and Gesture-Driven 
Paper Simulation 

Referring now to FIG. 1, FIG. 1 shows an illustrative 
system for haptic and gesture-driven paper simulation. In the 
embodiment shown in FIG. 1, the system includes a portable 
electronic book (e-book) reader 100 that has a touch 
sensitive display screen 120 and buttons 130-34 in a housing 
110 and a haptic output device that is capable of simulating 
textures when a user contacts the display. In addition, the 
reader includes another haptic output device that is capable 
of output vibrational effects to the touch-sensitive display. 
The reader 100 allows a user to download and read (and 
store) various e-books. For example, a user may purchase an 
e-book from a content provider, download the book from the 
content provider, and read the e-book using the screen 120. 
To navigate within the book, e.g. to turn a page, the user may 
use buttons 132 or 134 (which may be physical buttons or 
virtual buttons displayed on the touch screen), or the user 
may touch the display Screen and perform a gesture. Such as 
by Swiping a finger from the right edge of the screen to the 
left edge of the screen to turn a page. 

In this illustrative embodiment, the purchased e-book 
includes a variety of information, Such the actual contents of 
the book—e.g. the words in the book—as well as metadata 
about the book. In this example, the book includes metadata 
that describes the type of paper on which the book is 
“printed,” though in Some cases, the user may be able to 
select a paper type or the device may supply the paper type 
based on simulated paper data available on the device. In 
this case, the metadata indicates that the book is a typical 
paperback book. The e-book reader 100 reads the metadata 
for the e-book and determines that the metadata provides 
tactile information about the pages of the book in this case, 
the metadata indicates that the pages of the book are 
intended to simulate typical paper within a paperback book. 
After reading the metadata, the e-book reader 100 deter 
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mines a texture associated with the tactile information and, 
upon detecting that a user is contacting the touch sensitive 
display 120, generates a texture haptic effect and outputs the 
effect to the display 120. Thus, as the user interacts with the 
pages of the book, Such as by touching or moving a finger 
across the display, the user feels a texture that emulates the 
texture of actual paper, based on the metadata. 

While reading the e-book, the user turns a page by 
swiping a finger from right to left on the display screen 100. 
As discussed above, the user feels the texture of the page as 
he turns the page. However, in addition to providing textural 
effects, the reader 100 also changes the displayed image of 
the page of the book as it turns. For example, if the user 
simply touches the right edge of the page and Swipes his 
finger to the left, the reader 100 determines a basic page-turn 
gesture, and deforms the page to cause the page to slightly 
fold or “scrunch up as a page in a physical book might if 
a user put a finger on the right edge of the page and pushed 
the edge of the page the left. In addition, the device 100 
generates a vibrational effect to emulate the feel of the page 
rubbing against the next page in the book as the user slides 
his finger from right to left. Thus, in performing a simply 
page turn gesture, the user is provided with the sensation of 
interacting with a physical book: he can feel the texture of 
the paper, he can see the page deform as he performs the 
page turn, and he can feel the pages of the book rubbing 
against each other as they slide past each other. In some 
versions of this e-book reader 100, an audio effect may also 
be generated and output to emulate the Sound of paper 
sliding on paper and the page turning. 
As the user reads the next page of the book, he comes 

across a quotation that he particularly likes. The user then 
touches one finger 14.0a to the upper left corner of page as 
may be seen in FIG. 1B, his thumb 140b closer to the center 
of the page, and drags his finger 14.0a towards his thumb 
140b while he holds his thumb 140b in place. The reader 100 
determines that the user is only moving a part of the page, 
and responds by displaying the upper left corner of the page 
being folded towards the center of the book i.e. the user is 
"dog-earring the virtual page of the book. While the user is 
performing the gesture, the reader 100 outputs haptic effects 
to emulate the texture of the surface of the paper, as well as 
a vibration to emulate the page rubbing against itself. After 
the user has pinched his index finger to his thumb, and the 
reader displays the paper as being folded over 150, the user 
completes the “dog ear 150 by running his finger 140c 
along the displayed “crease” created by the simulated fold 
ing of the page as shown in FIG. 1C.. When the user touches 
the crease, and as he drags his finger 140c along the crease 
152, the reader deforms the surface of the screen such that 
one portion of the contact area feels taller than another 
portion to simulate the creation of the crease in the page. 
Thus, the reader simulates the tactile sensation of the crease 
152 in the page. In addition, after the user completes the 
“crease, the reader 100 generates and stores metadata with 
the e-book to save the “dog ear” such that the page will 
remain dog-earred, even after the user closes the book, and 
also to allow the user to easily return to the dog-earred page 
at a later time. 

This illustrative example is given to introduce the reader 
to the general Subject matter discussed herein and the 
disclosure is not limited to this example. The following 
sections describe various additional non-limiting embodi 
ments and examples of systems and methods for haptic and 
gesture-driven paper simulation. 

Referring now to FIG. 2, FIG. 2 shows a system for haptic 
and gesture-driven paper simulation according to one 
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4 
embodiment. In the embodiment shown in FIG. 2, the 
system 200 comprises a housing 210, a processor 220, a 
memory 230, a touch-sensitive display 250, a haptic output 
device 240, a communication interface 260, and a speaker 
270. In addition, the system 200 is in communication with 
haptic output device 280, which may be optionally coupled 
to or incorporated into Some embodiments. The processor 
220 is in communication with the memory 230 and, in this 
embodiment, both the processor 220 and the memory 230 
are disposed within the housing 210. The touch-sensitive 
display 250, which comprises or is in communication with 
a touch-sensitive surface, is partially disposed within the 
housing 210 such that at least a portion of the touch-sensitive 
display 250 is exposed to a user of the system 200. In some 
embodiments, the touch-sensitive display 250 may not be 
disposed within the housing 210. For example, the system 
200 may be connected to or otherwise in communication 
with a touch-sensitive display 250 disposed within a sepa 
rate housing. In some embodiment, the housing 210 may 
comprise two housings that may be slidably coupled to each 
other, pivotably coupled to each other or releasably coupled 
to each other. 

In the embodiment shown in FIG. 2, the touch-sensitive 
display 250 is in communication with the processor 220 and 
is configured to provide signals to the processor 220 or the 
memory 230 and to receive signals from the processor 220 
or memory 230. The memory 230 is configured to store 
program code or data, or both, for use by the processor 220, 
which is configured to execute program code stored in 
memory 230 and to transmit signals to and receive signals 
from the touch-sensitive display 250. In the embodiment 
shown in FIG. 2, the processor 220 is also in communication 
with the communication interface 260 and is configured to 
receive signals from the communication interface 260 and to 
output signals to the communication interface 260 to com 
municate with other components or devices such as one or 
more remote computers or servers. In addition, the processor 
220 is in communication with haptic output device 240 and 
haptic output device 280, and is further configured to output 
signals to cause haptic output device 240 or haptic output 
device 280, or both, to output one or more haptic effects. 
Furthermore, the processor 220 is in communication with 
speaker 270 and is configured to output signals to cause 
speaker 270 to output sounds. In various embodiments, the 
system 200 may comprise or be in communication with 
fewer or additional components or devices. For example, 
other user input devices such as a mouse or a keyboard, or 
both, or an additional touch-sensitive device may be com 
prised within the system 200 or be in communication with 
the system 200. As another example, system 200 may 
comprise and/or be in communication with one or more 
accelerometers, gyroscopes, digital compasses, and/or other 
sensors. A detailed description of the components of the 
system 200 shown in FIG. 2 and components that may be in 
association with the system 200 are described herein. 
The system 200 can be any device that is capable of 

receiving user input and displaying an electronic document. 
For example, the system 200 in FIG. 2 includes a touch 
sensitive display 250 that comprises a touch-sensitive sur 
face. In some embodiments, a touch-sensitive Surface may 
be overlaid on the touch-sensitive display 250. In other 
embodiments, the system 200 may comprise or be in com 
munication with a display and a separate touch-sensitive 
surface. In still other embodiments, the system 200 may 
comprise or be in communication with a display and may 
comprise or be in communication with other user input 
devices, such as a mouse, a keyboard, buttons, knobs, slider 
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controls, Switches, wheels, rollers, joysticks, other manipu 
landa, or a combination thereof. 

In some embodiments, one or more touch-sensitive Sur 
faces may be included on or disposed within one or more 
sides of the system 200. For example, in one embodiment, 
a touch-sensitive surface is disposed within or comprises a 
rear surface of the system 200. In another embodiment, a 
first touch-sensitive surface is disposed within or comprises 
a rear surface of the system 200 and a second touch-sensitive 
Surface is disposed within or comprises a side Surface of the 
system 200. In some embodiments, the system may com 
prise two or more housing components, such as in a clam 
shell arrangement or in a slidable arrangement. For example, 
one embodiment comprises a system having a clamshell 
configuration with a touch-sensitive display disposed in each 
of the portions of the clamshell. Furthermore, in embodi 
ments where the system 200 comprises at least one touch 
sensitive surface on one or more sides of the system 200 or 
in embodiments where the system 200 is in communication 
with an external touch-sensitive surface, the display 250 
may or may not comprise a touch-sensitive surface. In some 
embodiments, one or more touch-sensitive Surfaces may 
have a flexible touch-sensitive surface. In other embodi 
ments, one or more touch-sensitive surfaces may be rigid. In 
various embodiments, the system 200 may comprise both 
flexible and rigid touch-sensitive surfaces. 

In various embodiments, the system 200 may comprise or 
be in communication with fewer or additional components 
than the embodiment shown in FIG. 2. For example, in one 
embodiment, the system 200 does not comprise a speaker 
270. In another embodiment, the system 200 does not 
comprise a touch-sensitive display 250, but comprises a 
touch-sensitive Surface and is in communication with a 
display. In other embodiments, the system 200 may not 
comprise or be in communication with a haptic output 
device 240, 280 at all. Thus, in various embodiments, the 
system 200 may comprise or be in communication with any 
number of components, such as in the various embodiments 
disclosed herein as well as variations that would be apparent 
to one of skill in the art. 

The housing 210 of the system 200 shown in FIG. 2 
provides protection for at least some of the components 
system 200. For example, the housing 210 may be a plastic 
casing that protects the processor 220 and memory 230 from 
foreign articles such as rain. In some embodiments, the 
housing 210 protects the components in the housing 210 
from damage if the system 200 is dropped by a user. The 
housing 210 can be made of any suitable material including 
but not limited to plastics, rubbers, or metals. Various 
embodiments may comprise different types of housings or a 
plurality of housings. For example, in some embodiments, 
the system 200 may be a portable device, handheld device, 
toy, gaming console, handheld video game system, game 
pad, game controller, desktop computer, e-book reader, 
portable multifunction device Such as a cell phone, Smart 
phone, personal digital assistant (PDA), laptop, tablet com 
puter, digital music player, etc. In other embodiments, the 
system 200 may be embedded in another device such as a 
wrist watch, other jewelry, gloves, etc. Thus, in embodi 
ments, the system 200 is wearable. 

In the embodiment shown in FIG. 2, the touch-sensitive 
display 250 provides a mechanism to allow a user to interact 
with the system 200. For example, the touch-sensitive 
display 250 detects the location or pressure, or both, of a 
user's finger in response to a user hovering over, touching, 
or pressing the touch-sensitive display 250 (all of which may 
be referred to as a contact in this disclosure). In one 
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6 
embodiment, a contact can occur through the use of a 
camera. For example, a camera may be used to track a 
viewer’s eye movements as the user views the content 
displayed on the display 250 of the system 200, or the user's 
eye movements may be used to transmit commands to the 
device, such as to turn a page or to highlight a portion of text. 
In this embodiment, haptic effects may be triggered based at 
least in part on the viewer's eye movements. For example, 
a haptic effect may be output when a determination is made 
that the viewer is viewing content at a particular location of 
the display 250. In some embodiments, the touch-sensitive 
display 250 may comprise, be connected with, or otherwise 
be in communication with one or more sensors that deter 
mine the location, pressure, a size of a contact patch, or any 
of these, of one or more contacts on the touch-sensitive 
display 250. In some embodiments, the touch-sensitive 
display 250 may comprise a multi-touch touch-sensitive 
display that is capable of sensing and providing information 
relating to a plurality of simultaneous contacts. For example, 
in one embodiment, the touch-sensitive display 250 com 
prises or is in communication with a mutual capacitance 
system. Some embodiments may have the ability to sense 
pressure or pseudo-pressure and may provide information to 
the processor associated with a sensed pressure or pseudo 
pressure at one or more contact locations. In another 
embodiment, the touch-sensitive display 250 comprises or is 
in communication with an absolute capacitance system. In 
some embodiments, the touch-sensitive display 250 may 
comprise or be in communication with a resistive panel, a 
capacitive panel, infrared LEDs, photodetectors, image sen 
sors, optical cameras, or a combination thereof. Thus, the 
touch-sensitive display 250 may incorporate any suitable 
technology to determine a contact on a touch-sensitive 
Surface Such as, for example, resistive, capacitive, infrared, 
optical, thermal, dispersive signal, or acoustic pulse tech 
nologies, or a combination thereof. 

In the embodiment shown in FIG. 2, haptic output devices 
240 and 280 are in communication with the processor 220 
and are configured to provide one or more haptic effects. For 
example, in one embodiment, when an actuation signal is 
provided to haptic output device 240, haptic output device 
280, or both, by the processor 220, the respective haptic 
output device(s) 240, 280 outputs a haptic effect based on 
the actuation signal. For example, in the embodiment 
shown, the processor 220 is configured to transmit a haptic 
output signal to haptic output device 240 comprising an 
analog drive signal. In some embodiments, the processor 
220 is configured to transmit a high-level command to haptic 
output device 280, wherein the command includes a com 
mand identifier and Zero or more parameters to be used to 
generate an appropriate drive signal to cause the haptic 
output device 280 to output the haptic effect. In other 
embodiments, different signals and different signal types 
may be sent to each of one or more haptic output devices. 
For example, in Some embodiments, a processor may trans 
mit low-level drive signals to drive a haptic output device to 
output a haptic effect. Such a drive signal may be amplified 
by an amplifier or may be converted from a digital to an 
analog signal, or from an analog to a digital signal using 
Suitable processors or circuitry to accommodate the particu 
lar haptic output device being driven. 
A haptic output device. Such as haptic output devices 240 

or 280, can be any component or collection of components 
that is capable of outputting one or more haptic effects. For 
example, a haptic output device can be one of various types 
including, but not limited to, an eccentric rotational mass 
(ERM) actuator, a linear resonant actuator (LRA), a piezo 
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electric actuator, a Voice coil actuator, an electro-active 
polymer (EAP) actuator, a memory shape alloy, a pager, a 
DC motor, an AC motor, a moving magnet actuator, a 
Smartgel, an electrostatic actuator, an electrotactile actuator, 
a deformable surface, an electrostatic friction (ESF) device, 
an ultrasonic friction (USF) device, or any other haptic 
output device or collection of components that perform the 
functions of a haptic output device or that are capable of 
outputting a haptic effect. Multiple haptic output devices or 
different-sized haptic output devices may be used to provide 
a range of vibrational frequencies, which may be actuated 
individually or simultaneously. Various embodiments may 
include a single or multiple haptic output devices and may 
have the same type or a combination of different types of 
haptic output devices. 

In other embodiments, deformation of one or more com 
ponents can be used to produce a haptic effect. For example, 
one or more haptic effects may be output to change the shape 
of a surface or a coefficient of friction of a surface. In an 
embodiment, one or more haptic effects are produced by 
creating electrostatic forces and/or ultrasonic forces that are 
used to change friction on a Surface. In other embodiments, 
an array of transparent deforming elements may be used to 
produce a haptic effect, such as one or more areas compris 
ing a Smartgel. Haptic output devices also broadly include 
non-mechanical or non-vibratory devices such as those that 
use electrostatic friction (ESF), ultrasonic surface friction 
(USF), or those that induce acoustic radiation pressure with 
an ultrasonic haptic transducer, or those that use a haptic 
substrate and a flexible or deformable surface, or those that 
provide projected haptic output such as a puff of air using an 
air jet, and so on. In some embodiments comprising haptic 
output devices 240, 280 that are capable of generating 
frictional or deformations, the haptic output devices 240 or 
280 may be overlaid on the touch-sensitive display or 
otherwise coupled to the touch-sensitive display 250 such 
that the frictional or deformation effects may be applied to 
a touch-sensitive surface that is configured to be touched by 
a user. In some embodiments, other portions of the system 
may provide Such forces. Such as portions of the housing that 
may be contacted by the user or in a separate touch-separate 
input device coupled to the system. Co-pending U.S. patent 
application Ser. No. 13/092,484, filed Apr. 22, 2011, entitled 
“Systems and Methods for Providing Haptic Effects, the 
entirety of which is hereby incorporated by reference, 
describes ways that one or more haptic effects can be 
produced and describes various haptic output devices. 

It will be recognized that any type of input synthesis 
method may be used to generate the interaction parameter 
from one or more haptic effect signals including, but not 
limited to, the method of synthesis examples listed in 
TABLE 1 below. 

TABLE 1. 

METHODS OF SYNTHESIS 

Synthesis Method Description 

Additive synthesis combining inputs, typically of varying amplitudes 
Subtractive filtering of complex signals or multiple signal 
synthesis inputs 
Frequency modula- modulating a carrier wave signal with one or more 
tion synthesis operators 
Sampling using recorded inputs as input sources Subject to 

modification 
using artificial and sampled inputs to establish a 
resultant “new” input 

Composite synthesis 
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TABLE 1-continued 

METHODS OF SYNTHESIS 

Synthesis Method Description 

Phase distortion altering the speed of waveforms stored in wave 
tables during playback 
intentional distortion of a signal to produce a 
modified result 

Waveshaping 

Resynthesis modification of digitally sampled inputs before 
playback 

Granular synthesis combining of several Small input segments into a 
new input 

Linear predictive similar technique as used for speech synthesis 
coding 
Direct digital computer modification of generated waveforms 
synthesis 
Wave sequencing linear combinations of several Small segments to 

create a new input 
technique for fading between any number of 
different input sources 
mathematical equations of the physical 
characteristics of virtual motion 

Vector synthesis 

Physical modeling 

In FIG. 2, the communication interface 260 is in com 
munication with the processor 220 and provides wired or 
wireless communications from the system 200 to other 
components or other devices. For example, the communi 
cation interface 260 may provide wireless communications 
between the system 200 and a communications network. In 
Some embodiments, the communication interface 260 may 
provide communications to one or more other devices, such 
as another system 200 and/or one or more other devices. The 
communication interface 260 can be any component or 
collection of components that enables the system 200 to 
communicate with another component, device, or network. 
For example, the communication interface 260 may com 
prise a PCI communication adapter, a USB network adapter, 
or an Ethernet adapter. The communication interface 260 
may communicate using wireless Ethernet, including 802.11 
a, g, b, or n standards. In one embodiment, the communi 
cation interface 260 can communicate using Radio Fre 
quency (RF), Bluetooth, CDMA, TDMA, FDMA, GSM, 
Wi-Fi, satellite, or other cellular or wireless technology. In 
other embodiments, the communication interface 260 may 
communicate through a wired connection and may be in 
communication with one or more networks, such as Ether 
net, token ring, USB, FireWire 1394, fiber optic, etc. In 
Some embodiments, system 200 comprises a single commu 
nication interface 260. In other embodiments, system 200 
comprises two, three, four, or more communication inter 
faces. 

Examples of Haptic and Gesture-Drive Paper 
Simulation 

While electronic books and other types of electronic 
documents have become more prevalent, a user of Such 
technology is detached from the physical sensations asso 
ciated with interacting with more traditional printed media, 
Such as physical books, bound pages, maps, stacks of paper, 
etc. And while there are advantages to electronically stored 
documents, many users of Such electronic documents enjoy 
the feel of reading a book, reading a newspaper, opening and 
folding a road map or atlas, flipping through pages in a 
document, and otherwise interacting with a physical object. 
Embodiments according to this disclosure provide visual, 
audio, tactile, and other feedback to users of electronic 
documents to enable the user to more fully interact with the 
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electronic documents and to provide an experience that more 
closely resembles interactions with physical media. 

Throughout this disclosure, the term “electronic docu 
ment is used as a broad term to generally refer to elec 
tronically stored data, Such as in computer memory or one 
or more computer files or databases, or other information 
that can be interpreted by a computing device and may be 
amenable to display on a display Screen, or other devices 
capable of outputting effects that may be interpreted through 
the senses, including touch, taste, Smell, sight, and hearing. 
It is not intended to be limited to traditional types of 
documents, e.g. books or magazines, whose content may be 
represented electronically, but rather, any electronic repre 
sentation of data that may be presented to a user in some 
fashion is encompassed by the term and the term “electronic 
document’ should not be limited to any narrow definition. 
Examples of some electronic documents Suitable for use 
with the present disclosure include electronic books, word 
processing documents, portable document format (PDF) 
documents, graphical files, video files, video games, emails, 
text messages and short message service (SMS) messages, 
multimedia messaging service (MMS) messages, web 
pages, forms, animations, and many other Suitable types of 
electronically stored or presented data. Many of the follow 
ing examples related to interactions with electronic docu 
ments that simulate traditional physical media, Such as 
paper; however, as discussed above, electronic documents 
are not so limited. 

Embodiments according to this disclosure may provide 
representations of electronic documents to allow reproduc 
tion of the electronic document through multiple different 
stimuli. For example, electronic documents, in addition to 
being represented by the Substantive content (e.g. pictures 
and text), may also include metadata to indicate physical or 
simulated physical properties of individual components of 
the document (e.g. pages, covers, tabs, dividers, etc.). For 
example, an electronic document may be represented using 
a standard generalized markup language (SGML)-based 
document, e.g. extensible markup language or XML, that 
includes substantive content as well as metadata fields for 
storing parameters describing characteristics of the elec 
tronic document. In one embodiment, an electronic docu 
ment may be represented, at least in part, by an XML 
document comprising fields for visual, tactile, audio, or 
other properties of the document. Tactile properties may 
comprise a coefficient of friction, an indication of roughness 
or smoothness, and indication of variability of Surface 
features (e.g. paper may have significant variations in tex 
ture due to a manufacturing process or wear and tear), a 
pliability or compliance value or values, a resilience indi 
cation (e.g. a resistance to permanent deformation, such as 
through folding or tearing), an absorbency parameter, or 
other parameters that may represent physical qualities of the 
component of the document. 

In addition to tactile parameters, other parameters 
describing physical characteristics of the components of the 
electronic document may be provided. For example, visual 
characteristics may be identified. Such as color of the com 
ponent, markings on the component, textures to be displayed 
on the component, reflectiveness, color change parameters 
due to simulated liquid spills, age, or other parameters that 
may affect the visual appearance of one or more components 
of the document. Olfactory information may be provided as 
well. Such as dustiness, mustiness, ink Smells, etc. Audio 
information may be provided, Such as one or more sound 
recordings of components of the document sliding against 
each other (e.g. recordings of pages rubbing), a cover being 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

10 
opened, a cover being closed, pages being turned, pages 
being flipped through, pages being folded or torn, etc. 
Further, multiple audio recordings may be provided for any 
property, which may provide slight variations in audio 
response and thus a more realistic experience for a user. In 
Some embodiments, audio parameters may be provided for 
generating audible responses. For example, basic audio 
waveforms may be provided that may be distorted or 
changed based on parameters such as roughness, speed of 
motion, etc. 

While metadata may be provided with an electronic 
document, or may be later associated with an electronic 
document, some embodiments allow a user to alter or create 
metadata associated with an electronic document. For 
example, a user may interact with an electronic document by 
folding or tearing the document. Such actions may generate 
metadata that may be associated with the electronic docu 
ment and stored Such that later viewings of the document 
retain the manipulations performed by the user. In some 
scenarios, Such as in a game, a user may spill liquid on an 
electronic document and alter its appearance or weight, 
temporarily or permanently, which may be stored as meta 
data associated with the electronic document. In an embodi 
ment where a user reads an e-book, the user may mark pages 
by folding or tearing them and thereby cause metadata to be 
created and associated with the document. Thus, embodi 
ments according to the present disclosure may provide 
simulated paper as well as a simulation of the use and aging 
of an electronic document over time. As physical objects 
may accumulate signs of wear and tear, embodiments 
according to this disclosure, may provide mechanisms for 
providing virtual “wear and tear on an electronic document. 
Further, such accumulated metadata may be transferred with 
an electronic document, Such as if a user shares an electronic 
document with another person, or the accumulated metadata 
may be partially or completely removed to restore an 
electronic document to its “original condition. 

In some embodiments, metadata may be provided with an 
electronic document, while in some embodiments, metadata 
may be stored by a system according to embodiments for 
application to electronic documents. For example, in one 
embodiment, an e-book reader may have a library of meta 
data information relating to different types of books, such as 
paperback books, hardcover books, textbooks, newspapers, 
magazines, etc. Thus, when receiving a new electronic book, 
if the new e-book does not have its own metadata (or, in 
some embodiments, even if it does), the reader's own library 
of metadata may be applied to the e-book to provide various 
sensations to a user when the user interacts with the e-book. 
In some embodiments, the library of metadata may be stored 
remotely from the reader and may be accessed if needed or 
desired, such as from a remote server connected to the 
Internet. In some embodiments, an electronic document may 
comprise metadata indicating the location of remotely 
stored metadata associated with the electronic document. 
Each of these variations is generally applicable to any and all 
embodiments according to this disclosure; they are not 
limited to the above example of an e-book reader, but rather 
may be used in any suitable embodiment and in any com 
bination. 

Referring now to FIG. 3, FIG. 3 shows examples of 
physical media that may be simulated according to various 
embodiments. Each of the embodiments shown in FIG. 3 is 
a representation of a sheet of paper. For example, sheet 310 
is an example of a sheet of aged paper. As is known, old 
paper may tend to be dry and brittle and may develop cracks 
or may break apart when touched. Though in Some cases, old 
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sheets of paper may be made from different types of mate 
rial. Such as animal skins (e.g. Vellum), wood pulp, papyrus, 
cotton, etc. Each of these different types of paper may have 
different physical properties when aged. Such as a darkened 
appearance, increased brittleness, fading of text, etc. In 
addition, as paper ages, it may accumulate markings or 
defects, such as stains or tears. Thus, some embodiments 
may provide metadata that changes or can change over time, 
Such as by increasing or decreasing in value after each use, 
or accruing additional parametric information. Sheet 320 
represents card stock, which is understood to be a thicker, 
heavier paper that is more difficult to bend or fold. Different 
types of card stock may have different textures depending on 
their thickness, material properties, any surface features (e.g. 
folds or defects), etc. Further, it may be more difficult to 
manipulate card Stock, such as turning pages of a document 
made from card stock, or folding an invitation on card stock. 
Each of these parameters, as well as others, may be repre 
sented by metadata describing the sheet 320. Sheet 330 is a 
piece of thin notebook paper that provides a relatively 
familiar set of physical properties, such as being easily 
manipulated (e.g. folded, torn, turning to a new page, 
marking, etc.), relatively smooth and featureless, and pro 
viding generally well-known responses when sliding across 
other sheets of paper, being torn from a notebook, or when 
a user thumbs through a stack of paper. Each of the sheets 
of paper shown in FIG. 3 may be represented by metadata 
according to one or more embodiments and, as discussed 
above, may accumulate additional metadata over time. 

Referring now to FIGS. 4 and 5, FIGS. 4 and 5 show 
examples of gestures that may be employed when interact 
ing with an electronic document. For example, a dog-earring 
gesture is shown in FIG. 4A with respect to electronic 
document 410 and resembles the embodiment discussed 
above with respect to FIGS. 1A-C. The embodiment shown 
in FIG. 4B shows examples of gestures that may result in 
tears in an electronic document. For example, a user touches 
a first finger 422a to one part of a document and a second 
finger 422b adjacent to the first finger 422a and, while 
holding the first finger 422a Stationary, the user drags his 
second finger 422b in a shearing motion down and away 
from the first finger 422a. As is understood. Such a manipu 
lation of a sheet of paper would result in deformation of the 
sheet of paper, Such as a tearing of a paper. While in both 
examples discussed above one contact point is stationary 
and another is in motion, a device according to embodiments 
disclosed herein may analyze the relative motion of the 
contact points to determine a resulting effect on an electronic 
document. For example, if two contact points draw close to 
each other, the device may interpret a folding effect, while 
if two contact points move apart, the device may interpret a 
stretching or tearing effect. 
A similar gesture is shown with respect to contact points 

424a and 424b, where a user is making a gesture that may 
be interpreted as creating a horizontal tear in the electronic 
document. In FIG.5A, two different gestures are shown. The 
first gesture, comprising contact points 512a and 512b, 
indicates two contact points on an electronic document and 
a substantially simultaneous left-ward travel of each contact 
point, which may be interpreted as a page turn, or a 
multi-page turn. The movements of contact points 520a and 
520b towards each other may be interpreted as a folding 
gesture. In FIG. 5B, the three contact points, 530a-c, and the 
substantially simultaneous left-ward travel may be inter 
preted as a searching gesture or a “thumbing-through 
gesture. Such a gesture may cause multiple pages to turn in 
rapid succession towards the end of the document until a 
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12 
page with one or more user-applied features is located, e.g. 
a page with a dog-ear or a tear. In some embodiments, 
another way of creating a thumbing through gesture would 
be to place the thumb on a simulated Stack of paper, 
signifying additional pages in the book. An auxiliary gesture 
such as a device tilt gesture or, in the case of bendable/ 
flexible displays, a device bend gesture, can then be used to 
trigger a "skimming interaction, flipping the pages of the 
ebook in quick Succession. If a page that has been previously 
'dog-earred is in the stack, it may result in a different haptic 
sensation at the moment it comes to the top of the stack, the 
speed of the pagination may be temporarily slowed, or other 
indication made. Alternatively, the three contact points, 
540a-c, may be interpreted as the same gesture as with 
respect to contact points 530a-c, but towards the beginning 
of the electronic document, rather than towards the end of 
the document. In the embodiment shown in FIG. 5C, a user 
may rapidly swipe two fingers 552a-b back and forth in a 
“scrubbing motion. The device may recognize these move 
ments as a “scrub” gesture, which in one embodiment results 
in pages turning in rapid Succession, and may provide haptic 
cues as pages with user-created metadata (e.g. folds, tears, 
highlights) are passed. In some embodiments, the system 
may pause briefly as pages with Such metadata are encoun 
tered. Such a gesture may allow a user to rapidly “thumb 
through a book or document to search for previous notes or 
annotations, or to skim its contents. 

It should be noted that in the examples discussed above, 
the gestures may be pre-defined gestures that are recognized 
by a system according to an embodiment of this disclosure, 
or may simply be inputs into a routine that determines 
deformations to a page or document based on received 
inputs. For example, the 'dog-ear” gesture may be recog 
nized by a system according to one embodiment as having 
a pre-defined effect on a page of a document—e.g. a 
dog-earring of a corner of a page—and may trigger a 
pre-defined response to the gesture. In some embodiments, 
though, the system may simply determine that a portion of 
a document is being moved, while another portion is held 
stationary, and may then determine a response to the inputs 
based on properties of the electronic document, such as 
thickness of the medium, resilience, brittleness, etc. and 
provide a visual, tactile, auditory, or other response based on 
Such a determined response. Thus, the present disclosure is 
not confined solely to pre-defined gestures and responses, 
but also encompasses calculated responses of an electronic 
document to received interactions. 

Referring now to FIG. 6, FIG. 6 shows a method for 
haptic and gesture-driven paper simulation according to one 
embodiment. FIG. 6 is described with respect to a software 
application executed by the system shown in FIG. 2; how 
ever, the methods disclosed herein are not limited to execu 
tion by only the system shown in FIG. 2, but rather may be 
executed by any Suitable electronic system. 
The method shown in FIG. 6 begins in block 602 by 

receiving an electronic document. An electronic document 
may be received in a wide variety of ways. For example, an 
electronic document may be received from a remote device, 
Such as a remote server, over a network, Such as by employ 
ing the communications interface 260 to connect to and 
communicate over the network with the remote device. In 
one embodiment, the electronic document may be stored on 
a computer readable medium within a device. Such as 
memory 230. In some embodiments, the computer-readable 
medium may comprise a non-volatile medium, Such as flash 
memory, though in Some embodiments, the computer read 
able medium may comprise a volatile medium, Such as 
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random access memory (RAM). For example, in one 
embodiment, the system 200 may be configured to receive 
a memory module. Such as a flash drive or memory chip, that 
has one or more electronic documents stored on it. 

In some embodiments, the system 200 may receive the 
electronic document, Such as by receiving a connection to a 
device comprising the electronic document. In some 
embodiments, a Software application executed by the system 
200 may receive the electronic document. For example, in 
one embodiment, the system 200 may execute a software 
application for reading and interpreting an electronic docu 
ment. The software application may be provided with a 
location of an electronic document to be retrieved and read. 
In one embodiment, a location may comprise a uniform 
resource locator (URL), such as a World WideWeb (WWW) 
address, or an address of a device that can provide an 
electronic document, such as a cloud storage location. In one 
embodiment, a location may comprise a location within a 
file system stored within, or accessible by, the system 200. 
In one embodiment, a location may comprise a pointer or a 
reference to a location in RAM where an electronic docu 
ment may be accessed. The software application may 
receive an electronic document from any of these locations 
or from other sources that may provide an electronic docu 
ment. After an electronic document has been received, the 
method proceeds to block 604. 

In block 604, metadata associated with the electronic 
document is received. As discussed above, metadata may be 
associated with electronic documents and may include a 
wide variety of information. For example, metadata may 
include information about a type of paper or types of paper 
associated with the electronic document, or may comprise 
haptic information, visual information, audio information, or 
other information or references to pre-defined haptic, visual, 
audio effects, or other types of effects or information asso 
ciated with the electronic document. In some embodiments, 
an electronic document may be stored within a single file 
that may also comprise the electronic documents metadata. 
In some embodiments, metadata may be stored in a separate 
file or in multiple separate files. For example, in one 
embodiment, metadata regarding haptic effects is stored in a 
first file, metadata regarding visual effects is stored in a 
second file, metadata regarding types of paper is stored in a 
third file, while metadata regarding types of audio effects are 
stored in a fourth file. The different files are then associated 
with the electronic document. For example, the different 
files may be referenced by the electronic document, such as 
by information within the electronic document, or the files 
may have filenames related to a filename of the electronic 
document. In some embodiments, other arrangements of 
metadata may be used, such as being dynamically provided 
from a remote location or generated on the fly based on user 
interactions with the electronic document, such as by fold 
ing, tearing, marking, or otherwise interacting with the 
electronic document. In some embodiments, dynamic meta 
data may be dynamically provided based on one or more 
user configuration settings. For example, in one embodi 
ment, haptic information may be generated on the fly, Such 
as to provide braille effects on a deformable display, based 
on a configuration setting indicating that a user has dimin 
ished sight. In one embodiment, metadata identifying 
describing audio information may be generated, such as 
synthesized voice to read words aloud from an electronic 
document, based on a configuration setting. 

In one embodiment a software application for reading an 
electronic document may be configured to receive and 
access metadata related to an electronic document from the 
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contents of the electronic document. For example, the soft 
ware application may read and interpret and electronic file 
comprising the electronic document. As a part of this pro 
cess, the Software application may read and interpret data 
identified as metadata and then interpret the metadata. In one 
embodiment, an electronic document may comprise an 
XML document. While reading and interpreting the XML 
document, the Software application may encounter a meta 
data tag indicating a haptic effect, such as a tag <meta 
haptic-effect="sandpaper'>. The software application may 
interpret the tag as indicating that a “sandpaper haptic 
effect, such as a frictional effect, is indicated. Other embodi 
ments may receive metadata from other sources. 

For example, in some embodiments, a software applica 
tion may receive metadata associated with an electronic 
book from one or more metadata files. For example, as is 
known in the art, web-based documents may comprise 
HTML or XML documents and associated style sheet docu 
ments, such as one or more CSS (cascading style sheet) files. 
Embodiments according to the present disclosure may 
employ one or more CSS files, or other CSS-like files, to 
provide metadata associated with one or more electronic 
documents. Still further embodiments may employ other file 
types to provide metadata associated with one or more 
electronic documents. 
Some embodiments may receive metadata from other 

computers or storage devices, such as in response to a 
request for metadata or in conjunction with providing an 
electronic document. For example, in one embodiment, 
metadata is stored in a database that may be accessed by a 
Software application for using or providing an electronic 
document. In such an embodiment, the electronic document, 
or one or more files associated with the electronic document, 
may provide one or more references to the database as 
providing associated metadata. In some embodiments, the 
Software application may access the database to augment an 
electronic document in with metadata cases where the 
electronic document does not have its own metadata or does 
not have metadata associated with it, or may apply such 
metadata in addition to, or to replace, metadata associated 
with the electronic document. Thus, in Some embodiments, 
the Software application may apply preexisting metadata, or 
may generate metadata on the fly, while reading and inter 
preting an electronic document. In some embodiments, the 
Software application may access metadata stored remotely 
from the software application, such as in a cloud storage 
location or from a service provider or library of metadata 
that may be associated with an electronic document. For 
example, in one embodiment, a software application accord 
ing to this disclosure may request and receive metadata from 
a remote server or servers, such as from the provider of the 
electronic document, or from a party unrelated to the elec 
tronic document. 

Thus, the present disclosure contemplates receiving meta 
data from a wide variety of Sources, including the electronic 
document itself, one or more files associated with the 
electronic document, databases, cloud storage, and other 
local or remote locations. After the Software application has 
received metadata associated with the electronic document, 
the method proceeds to block 606. 

In block 606, the software application displays the elec 
tronic document. In one embodiment, the Software applica 
tion displays the electronic document. For example, in one 
embodiment, the Software application generates and trans 
mits signals to the display 250 to display an image of part or 
all of the electronic document. In addition, software appli 
cation may generate one or more signals to display a haptic 
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effect, an audio effect, or other effect. It should be noted that 
the term "display' according to this disclosure includes the 
presentation of information, which may include optical, 
tactile, audible, or other types of information. Thus, in some 
embodiments, an electronic document may be displayed for 
viewing and feeling. Further, in some embodiments, the 
displayed information may change over time, such as based 
on user interactions or metadata that specifies changing 
display effects. For example, a user may turn the page of an 
e-book, which may cause a display of new information 
associated with the electronic document. 

After the electronic document is displayed, the method 
proceeds to block 608. 

In block 608, the software application outputs a haptic 
signal. For example, in one embodiment, the Software appli 
cation generates and outputs a haptic signal to haptic output 
device 240. To generate the haptic signal, the software 
application interpret metadata associated with the electronic 
that describes parameters associated with a haptic effect to 
be output. For example, if the haptic effect is a vibration, the 
parameters may comprise frequency and magnitude for the 
vibration, and in Some embodiments, may also include 
parameters of a modulating or envelope signal to modulate 
the haptic effect. In some embodiments, parameters may 
comprise a coefficient of friction, a size, shape, and location 
of a frictional effect, a size, shape, and location of a 
deformation for a surface, a duration of a haptic effect, or an 
intensity of a haptic effect. Still further parameters may be 
provided. In some embodiments, haptic effects may be 
generated by identifying references to pre-defined haptic 
effects. For example, metadata associated with an electronic 
document may reference a "sandpaper” effect. A “sandpa 
perhaptic effect may then be located within a database, and 
parameters associated with the “sandpaper haptic effect 
may be received and used to generate and output the haptic 
effect. 

In some embodiments, haptic effects may be generated 
dynamically. For example, in some embodiments, haptic 
effects may only be generated and output as a user interacts 
with an electronic document. For example, if a user slides a 
finger across a display screen, a haptic effect may be 
generated only at the location, or also at the next anticipated 
location(s) for the contact rather than across the entire 
touch-sensitive surface. Such an embodiment may advanta 
geously reduce power consumption by a haptic output 
device. For example, the Software application may detect a 
direction and velocity of a contact and cue haptic effects for 
the next locations anticipated to be encountered by the user's 
finger, while haptic effects applied to locations no longer 
contacted by the user may be discontinued. 

After a haptic effect has been output, the method may 
return to blocks 604 or 606 to receive additional metadata or 
to display the same or different portions of the electronic 
document. The method may then repeat to provide an 
interactive experience with the electronic document, or the 
method may return to block 602 if an additional or new 
electronic document is received. 

Referring now to FIG. 7, FIG. 7 shows a method for 
haptic and gesture-driven paper simulation according to one 
embodiment. FIG. 7 is described with respect to a software 
application executed by the system shown in FIG. 2; how 
ever, the methods disclosed herein are not limited to execu 
tion by only the system shown in FIG. 2, but rather may be 
executed by any Suitable electronic system. 

The method shown in FIG. 7 begins in block 702 by 
receiving an electronic document. Blocks 702-706 recite 
functions disclosed above with respect to blocks 602-606 of 
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FIG. 6 and detailed disclosure relating to these function are 
provided above with respect to FIG. 6. 

In block 708, the software application receives contact 
data related to contact with a touch-sensitive input device, 
such as touch-sensitive display 250. To receive contact data, 
the Software application may receive information based on 
a sensed interaction with the touch-sensitive input device. 
For example, a user may touch the touch-sensitive input 
device to interact with the displayed electronic document. 
Contact data may comprise location information, such as an 
X.y coordinate or coordinates, size of a contact area (or 
areas), pressure or pseudo-pressure information, movement 
information, gesture information, and other information that 
may be provided by a suitable touch-sensitive input device. 

After receiving contact data from the touch-sensitive 
input device, the software application may determine one or 
more gestures based on the contact data. In some embodi 
ments, the touch-sensitive input data may provide updated 
contact data periodically or asynchronously as contact data 
changes based on the sensed interaction. The software 
application may determine the gestures based on contact 
data received over time. Such as to sense movement of a 
contact point (or contact points). For example, the touch 
sensitive input device may determine gestures including, 
presses, drags, tears, folds, Swipes, Scrolls, Scrubs, and 
others, based on the received contact data. After receiving 
the contact data and, in some embodiments, determining a 
gesture associated with the contact data, the method pro 
ceeds to block 710. 

In block 710, the software application determines an 
interaction with the document based on the contact data. For 
example, in some embodiments, the software application 
may determine a contact on the touch-sensitive display 250 
at a location corresponding to a portion of the electronic 
document. In one such embodiment, the software applica 
tion may determine that the user is “touching the document, 
e.g. the user is contacting the touch-sensitive display 250 at 
a location that is displaying a portion of the document. In 
Some embodiments, however, the user may contact a touch 
sensitive input device that is distinct from the display 250, 
Such as by contacting a separate touchpad. The software 
application may interpret Some Such contacts as being 
“touches' on the displayed electronic document, despite the 
contact occurring at a location different than the displayed 
electronic document. 

In some embodiments, the Software application may 
determine a sequence of contacts based on contact data from 
the touch-sensitive input device. For example, the software 
application may determine that the user is moving a finger 
to the left by receiving Successive contact data information 
over time from the touch-sensitive input device. In some 
embodiments, the software application may not determine a 
gesture, but rather may use each separate contact data point 
(or points) to determine individual interactions with the 
electronic document. For example, in one embodiment, Such 
as may be seen in FIG. 5A, the user contacts the electronic 
document at two locations 520a, b using two fingers, and 
moves the two fingers together, such as in a pinching 
motion. In some embodiments, the Software application may 
recognize this gesture as a "Zoom' gesture, but in some 
embodiments, the software application may not attempt to 
determine a gesture, but rather may use the locations of the 
moving contact points as interactions with the "paper” on 
which the electronic document is displayed. 

For example, in the embodiment shown in FIG.5A, as the 
user drags the two contact points 520a, b towards each other, 
the Software application may interpret the user's contacts as 
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attempts to deform the “paper of the electronic document. 
Thus, the Software application determines that the contact 
points on the “paper “stick” to the user's fingers at the 
initial contact points 520a, b, and as the user draws the two 
contact points together, the two contacted points on the 
paper itself move close together, which causes the paper 
itself to deform, e.g. it may wrinkle or buckle and the region 
of paper between the two contact points may be pushed 
“upwards,” as one might expect a sheet of paper to do when 
manipulated in Such a way. Similarly, as may be seen in 
FIGS. 1A-C, 4A-B, and 5A-C, the software application does 
not necessarily determine a gesture (e.g. a Swipe, or a press) 
when the user interacts with the electronic document, but 
rather simulates the users touches and movements as 
though the touches and movements were interactions with a 
sheet of paper. Thus, contacting an electronic document with 
two fingers at two different contact points, and sliding the 
contact points away from each other, or past each other (e.g. 
as may be seen in FIG. 4B), may result in the paper 
stretching or tearing. Or, as may be seen in FIGS. 1A-C, a 
pinching motion may result in a folding of the simulated 
paper. 

To accurately simulate the paper, parameters related to the 
paper may be employed. Such as elasticity, resilience, 
weight, and others discussed in more detail above. For 
example, as a user slides two contact points away from each 
other, if the paper has a high resilience characteristic, the 
paper may stretch somewhat before tearing, or may not tear 
at all. The user may then re-perform the tearing gesture using 
four fingers—two “pulling in each direction—to emulate 
an increased force applied to the paper. Thus, interactions 
may be affected both by the type of movement, or types of 
relative movement, of contact points, the interactions may 
also be affected by other parameters, such as sensed pres 
Sures, which may increase or decrease a “force of an 
interaction. For example, a sensed high pressure (or pseudo 
pressure), maybe interpreted as assigning a greater force to 
a particular contact location, while a sensed low pressure (or 
pseudo-pressure) may be interpreted as a lesser force. For 
example, in one embodiment, a linear correlation may be 
established based on sensed pressures (or pseudo-pressures) 
with a corresponding scale of forces. 

Pseudo-pressures have been mentioned and may be used 
in embodiments where a touch-sensitive input device may 
not or does not provide actual pressure information, e.g. a 
measurement of force applied to the touch-sensitive input 
device. Pseudo-pressures may be generated based on sizes of 
contact areas. For example, a large contact area may be 
interpreted as having a greater “pressure' than a small 
contact area. In some embodiments, touch sensitive input 
devices may report a “pseudo-pressure value rather than a 
true pressure value. However, for purposes of the present 
disclosure it may be possible to use either or both types of 
information when determining interactions with an elec 
tronic document. 
As discussed above, a user may interact with an electronic 

document to cause a “folding of a page of an electronic 
document. For example, as discussed with respect to FIGS. 
1A-C, a user may fold a corner of a page to 'dog-ear the 
page for later reference. However, paper may “fold' in other 
ways. For example, a user may touch a finger near the right 
edge of a page of an electronic document and drag her finger 
to the left, such as to turn the page of the book. In another 
embodiment, a user may interact with an electronic docu 
ment that comprises a map. A user may attempt to fold the 
map into a Smaller form factor, similar in concept to how 
traditional maps (e.g. road maps) may be folded from a 
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relatively large size into a small, portable-sized form factor. 
The user may touch and drag portions of the document to 
fold it over onto itself. To do so, the user may Zoom the view 
of the document such that the entire map is visible on the 
display Screen, or the user may select a portion of a large 
map to “cut” and create a smaller map of an area of interest, 
which may then be displayed on the screen. The user may 
then touch and drag different portions of the map to fold, or 
repeatedly fold, the map. As will be discussed in greater 
detail below, such folding may generate metadata or initiate 
access of metadatabased on the paper on which the map 
is printed. Such information may affect the resistance of the 
map to continued folding, provide crease information relat 
ing to previous folds (which may be used to provide guid 
ance to a user as may be the case with a traditional folding 
map), or to provide a sense of increased thickness as the map 
is folded. 

In some embodiments, the Software application may 
recognize the interaction as a page turn' gesture, e.g. based 
on the location of the initial contact and the swipe of the 
contact point to the left. However in some embodiments, the 
Software application may determine that the displayed por 
tion of the electronic document contacted by the user moves 
as the user moves her finger, thus deforming the electronic 
document. In an embodiment where the electronic document 
comprises an electronic book and the paper emulates a page 
in the book, the user's movements may cause the page of the 
book to begin to fold as though the page were being turned. 
As the user moves her finger further to the left, the further 
the edge of the paper folds over the rest of the page. Thus, 
when the user releases the page, such as by lifting her finger, 
the software application may then determine whether the 
page is sufficiently folded over to cause the page to turn, or 
whether the page will unfold (or unfurl) and return to its 
original location, e.g. the user did not move the page far 
enough to turn to the next page. Such an interaction may 
provide a sense of realism when interacting with "pages of 
an electronic document: the pages act like physical pages. 

In addition to emulating interactions with the “paper' of 
the electronic document, the system may also recognize 
gestures that are independent of interactions with the paper. 
For example, the Software application may recognize Swip 
ing gestures of one or more fingers moving in a Substantially 
uniform direction. Or may recognized pinching or “spread 
ing gestures (e.g. contact points moving toward each other 
or away from each other), as gestures to increase or decrease 
the displayed "Zoom’ of a portion of the electronic docu 
ment. In some embodiments, gestures may be used in 
combination with non-gesture interactions. 

For example, in one embodiment, a user may wish to cut 
a sheet of paper, rather than tear it. To do so, the user may 
touch the displayed portion of an electronic document and 
perform a “press' gesture to trigger a “cut” or "razor 
function. The Software application recognizes the “press' 
gesture and initiates the “cut” function. The user may then 
drag his finger along the electronic document to cut a portion 
of the document (Such as to paste it in another location, or 
to redact it from the document). While the user is dragging 
his finger, the Software application may not recognize a drag 
gesture, but rather may simply interpret the interaction based 
on the changing location of the contact point to cause the 
electronic document to be “cut.” 

After determining an interaction with an electronic docu 
ment, the method proceeds to block 712, though in some 
embodiments, the method may return to block 706 instead of 
proceeding to block 712 
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In block 712, the software application generates and 
outputs a haptic signal. As a user interacts with an electronic 
book, a Software application may generate haptic effects 
associated with the interactions. For example, if a user 
touches a touch-sensitive input device at a location corre 
sponding to a portion of the electronic document, the Soft 
ware application may generate a frictional haptic effect and 
output a haptic signal to a haptic output device (e.g. haptic 
output device 240 or 260) to provide a tactile sensation to the 
user to simulate touching a piece of paper. Such haptic 
effects may be generated based on metadata associated with 
the electronic document. For example, a “feel of a piece of 
paper may be based on metadata parameters such as the age, 
weight, thickness, and material of the paper. In some 
embodiments, a haptic output device may be configured to 
deform a contact surface of a touch-sensitive input device. 

In some embodiments, the Software application may 
generate haptic effects associated with other interactions 
with an electronic document. For example, as discussed 
above, if a user contacts the electronic document in two 
locations and moves the two contact locations away from 
each other, the Software application may determine that the 
gesture results in the paper tearing. In addition, the Software 
application may generate haptic effects associated with Such 
an interaction. For example, as the user spreads the contact 
points, the software application may generate frictional 
haptic effects, such as frictional effects that increase in 
magnitude to emulate the paper resisting tearing. In embodi 
ments that are not able to provide frictional effects, such 
effects may be emulated, such as by outputting vibrations to 
correspond to a frictional force. For example, rather than 
increasing the friction, a haptic output device may start a low 
magnitude vibration and increase the magnitude as the paper 
stretches, until it begins to tear. 
Once the paper begins to “tear, the software application 

may reduce the frictional effect and may generate, in addi 
tion, a vibrational effect to emulate the feel of the paper 
being torn. In one embodiment, a vibration to emulate 
tearing may have a vibration parameter based on the speed 
at which the user is tearing the paper. For example, if the 
paper is being torn slowly, the vibration may have a low 
frequency, while paper being torn quickly may result in a 
vibration of high frequency. By providing such haptic 
effects, the Software application may provide a more realistic 
and immersive interaction with the electronic document. Or, 
as discussed above, in embodiments lacking the ability to 
providing frictional effects, the vibration to emulate the 
tearing paper may be output alone, or in conjunction with 
other effects as will be discussed in more detail below. 
As discussed above, in addition to interactions with the 

paper of the electronic document, the Software application 
may recognize gestures based on contact data, such as 
Swipes, scrolls, etc. These gestures may be used instead of 
or in addition to, the non-gesture interactions described 
above. As was discussed above, a user may press' at a 
location within an electronic document to initiate a “cut” 
function and may then drag a finger to “cut” a portion out of 
an electronic document. The Software application, after 
recognizing the “press' gesture, may then output a haptic 
effect, such as a short vibration, to indicate that the “cut” 
function has been activated. Then, as the user drags his 
finger along the document, the Software application may 
generate and output a low magnitude vibration to emulate 
the cutting of the paper of the electronic document. In some 
embodiments, the vibration may be accompanied by, or 
replaced by, a frictional haptic effect to emulate resistance to 
the cutting of the paper. 
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In another example, if a user touches the right edge of a 

page of an e-book and drags the contact left, the software 
application may detect a "drag' gesture and associate a 
'page turn’ effect with the gesture and turn the page. In 
addition to determining the gesture, the software application 
may output a haptic effect associated with the non-gesture 
interaction. For example, the software application may out 
put frictional or vibrational effects related to the movement 
and folding of the paper. In addition, or instead, the software 
application may output a haptic effect to indicate that the 
gesture has been recognized and a function will be executed. 
For example, if the user moves his finger in a Swiping 
motion, a haptic effect may be output to indicate that a 
“panning gesture has been detected and the display may 
change to pan to a different portion of the electronic docu 
ment, Such as a different region of a map. 

In some embodiments, the gesture may be used in con 
junction with the non-gesture interaction. For example, as 
the user drags the edge of the page to the left, the software 
application detects the draggesture, but does not execute the 
page turn action immediately. Rather, the Software applica 
tion continues to allow the user's non-gesture interaction 
with the page to proceed, thus allowing the user to see the 
page fold over as the user drags her finger. However, once 
the user lifts her finger, the software application, based on 
the "drag gesture, automatically causes the page turn to 
occur, Such as by causing the display of the paper to continue 
to fold over until it has turned completely. In one such 
embodiment, haptic effects may be generated and output 
based on both the non-gesture interaction and the detected 
gesture. For example, a haptic effect may be generated and 
output to emulate the feel of paper sliding past other paper, 
or paper tearing, and in addition, a haptic effect may be 
generated and output to indicate a function being executed, 
Such as a Zoom function or a page-turn function. Thus, the 
user may experience both immersive effects to emulate the 
paper of the electronic document itself, as well as informa 
tion that communicates functions being executed based on 
the users interaction with the electronic document. 

In addition to haptic effects, other effects may be gener 
ated and output as well. For example, interactions with 
electronic documents may result in audible responses as well 
as tactile sensations. For example, in one embodiment, as a 
user interacts with a portion of an electronic document, a 
Sound associated with paper sliding on other paper may be 
generated and output. For example, in one embodiment, a 
pre-recorded sliding effect may be played. In some embodi 
ments, a plurality of pre-recorded audible effects may have 
been recorded and one may be selected and played based on 
metadata parameters associated with the electronic docu 
ment, such as paper type, paper thickness, paper material, 
etc. Or one audio effect may be selected from the full set, or 
a subset of the pre-recorded effects (e.g. a subset determined 
based on metadata about the electronic document), at ran 
dom, thus providing a slightly varying audible response each 
time the user term turns a page, tears a piece of paper, pans 
along a large document, etc. While some embodiments may 
use pre-recorded audio to provide audible feedback, some 
embodiments may dynamically generate audible responses. 
For example, in one embodiment, a software application 
may simulate an audio response by modeling the paper, or 
a portion of the paper, and vibrational characteristics of the 
paper, such as by using a physical modeling synthesis 
algorithm to model paper fibers or large components of a 
sheet of emulated paper. 

After the Software application generates and outputs hap 
tic effects, or other effects, the method proceeds to block 
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714, though in some embodiments, the method may return 
to block 706 instead of proceeding to block 714. 

In block 714, the Software application generates metadata 
associated with the interaction. As was discussed above, 
interactions with an electronic document may alter the 
appearance or contents of the electronic document. For 
example, a user may "dog-ear” a page of the document, or 
may cut a portion out of the document. To retain Such 
alterations, the Software application may generate and store 
metadata related to interactions with the electronic docu 
ment. For example, in one embodiment, the Software appli 
cation may generate and store metadata relating to folds 
made in one or more portions of the electronic document. 
Such metadata may be stored within the electronic document 
itself, or may be stored in files associated with the electronic 
document. In addition, metadata may be generated and 
stored that allows easy access to Such alterations. For 
example, folds may be stored as metadata, but additional 
metadata may be stored to indicate folds that are likely 
'dog-ears. Such as folds that include a corner of a page of 
the electronic document. Such metadata may allow a search 
functionality of the software application to easily categorize 
different alterations (e.g. cuts, pastes, folds, dog-ears, etc.) 
for easy identification at a later time. After generating 
metadata associated with one or more interactions, the 
method returns to block 706 where the document is redis 
played based on the determined interactions. 

While the methods and systems herein are described in 
terms of software executing on various machines, the meth 
ods and systems may also be implemented as specifically 
configured hardware, such as field-programmable gate array 
(FPGA) specifically to execute the various methods. For 
example, embodiments can be implemented in digital elec 
tronic circuitry, or in computer hardware, firmware, Soft 
ware, or in a combination thereof. In one embodiment, a 
device may comprise a processor or processors. The pro 
cessor comprises a computer-readable medium, Such as a 
random access memory (RAM) coupled to the processor. 
The processor executes computer-executable program 
instructions stored in memory, such as executing one or 
more computer programs for editing an image. Such pro 
cessors may comprise a microprocessor, a digital signal 
processor (DSP), an application-specific integrated circuit 
(ASIC), field programmable gate arrays (FPGAs), and state 
machines. Such processors may further comprise program 
mable electronic devices such as PLCs, programmable inter 
rupt controllers (PICs), programmable logic devices (PLDs), 
programmable read-only memories (PROMs), electronically 
programmable read-only memories (EPROMs or 
EEPROMs), or other similar devices. 

Such processors may comprise, or may be in communi 
cation with, media, for example computer-readable media, 
that may store instructions that, when executed by the 
processor, can cause the processor to perform the steps 
described herein as carried out, or assisted, by a processor. 
Embodiments of computer-readable media may comprise, 
but are not limited to, an electronic, optical, magnetic, or 
other storage device capable of providing a processor, Such 
as the processor in a web server, with computer-readable 
instructions. Other examples of media comprise, but are not 
limited to, a floppy disk, CD-ROM, magnetic disk, memory 
chip, ROM, RAM, ASIC, configured processor, all optical 
media, all magnetic tape or other magnetic media, or any 
other medium from which a computer processor can read. 
The processor, and the processing, described may be in one 
or more structures, and may be dispersed through one or 
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more structures. The processor may comprise code for 
carrying out one or more of the methods (or parts of 
methods) described herein. 
The foregoing description of Some embodiments of the 

invention has been presented only for the purpose of illus 
tration and description and is not intended to be exhaustive 
or to limit the invention to the precise forms disclosed. 
Numerous modifications and adaptations thereof will be 
apparent to those skilled in the art without departing from 
the spirit and scope of the invention. 

Reference herein to “one embodiment' or “an embodi 
ment’ means that a particular feature, structure, operation, or 
other characteristic described in connection with the 
embodiment may be included in at least one implementation 
of the invention. The invention is not restricted to the 
particular embodiments described as such. The appearance 
of the phrase “in one embodiment' or “in an embodiment' 
in various places in the specification does not necessarily 
refer to the same embodiment. Any particular feature, struc 
ture, operation, or other characteristic described in this 
specification in relation to “one embodiment may be com 
bined with other features, structures, operations, or other 
characteristics described in respect of any other embodi 
ment. 
That which is claimed is: 
1. A method comprising: 
receiving an electronic document comprising a plurality 

of pages: 
receiving metadata indicating a type of paper associated 

with the electronic document; 
associating the metadata with the electronic document 

based on a second characteristic associated with the 
electronic document; 

generating and transmitting a display signal configured to 
cause display of the at least a portion of the electronic 
document; 

in response to a multi-page turn gesture on a touch 
sensitive input device, performing a multi-page turn by 
causing multiple pages of the plurality of pages to turn 
in Succession; and 

generating and transmitting a haptic signal in response to 
a particular page of the plurality of pages being passed 
during the multi-page turn, the haptic signal configured 
to cause a haptic output device to output a haptic effect. 

2. The method of claim 1, further comprising: 
receiving contact data based on an interaction with the 

touch sensitive input device, the contact data associated 
with the portion of the electronic document; 

determining a gesture based on the contact data; 
determining a deformation of the portion of the document 

based on the gesture; 
generating and transmitting a second display signal con 

figured to cause display of the portion of the document 
comprising the deformation; and 

generating and transmitting a second haptic signal based 
on the type of paper and the deformation, the second 
haptic signal configured to cause the haptic output 
device to generate a second haptic effect, the second 
haptic effect configured to indicate the deformation. 

3. The method of claim 2, wherein the gesture comprises 
a page-turn gesture or the multi-page turn gesture, the 
deformation is based on the gesture and the metadata, and 
the second haptic effect comprises texture or a change in 
friction. 

4. The method of claim 3, wherein the contact data 
comprises pressure data, and the change in friction is based 
on the pressure data. 



gesture comprises a scrub gesture, and transmitting the 

ing program code configured to be executed by a processor, 
the program code configured to: 
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5. The method of claim 3, further comprising generating 
and transmitting an audio signal based on the gesture and the 
metadata. 

6. The method of claim 3, wherein the multi-page turn 5 

second haptic signal comprises transmitting the second 
haptic signal for each page of the electronic document 
accessed by the scrub gesture comprising the deformation. 

7. The method of claim 3, wherein determining the 10 
gesture is further based on the metadata. 

8. The method of claim 2, wherein the gesture comprises 
a folding gesture, the deformation comprises a folding of the 
portion of the document, and the second haptic effect 
comprises a texture or a change in friction. 

15 

9. The method of claim 8, wherein the folding deforma 
tion is configured to simulate the size and shape of the fold 
based on the gesture and the metadata. 

10. The method of claim 2, wherein the gesture comprises 
a cut gesture, the deformation comprises a cutting of the 
portion of the document, and the second haptic effect 
comprises a vibration. 

11. The method of claim 1, wherein the metadata further 25 
comprises at least one of a roughness characteristic, a color 
characteristic, weight characteristic, an age characteristic, a 
brittleness characteristic, or a compliance characteristic. 

12. A non-transitory computer-readable medium compris 
30 

receive an electronic document comprising a plurality of 
pages. 

receive metadata associated with the electronic document; 35 
associate the metadata with the electronic document; 
generate and transmit a display signal configured to cause 

display of the at least a portion of the electronic 
document; 40 

in response to a multi-page turn gesture on a touch 
sensitive input device, perform a multi-page turn by 
causing multiple pages of the plurality of pages to turn 
in Succession; and 

generate and transmit a haptic signal in response to a 45 
particular page of the plurality of pages being passed 
during the multi-page turn, the haptic signal configured 
to cause a haptic output device to output a haptic effect. 

13. The non-transitory computer-readable medium of 
claim 12, wherein the program code is further configured to: 50 

receive contact databased on an interaction with the touch 
sensitive input device, the contact data associated with 
the portion of the document; 

determine a gesture based on the contact data; 55 
determine a deformation of the portion of the document 

based on the gesture; 
generate and transmit a second display signal configured 

to cause display of the portion of the document com 
prising the deformation; and 

60 

generate and transmit a second haptic signal based on a 
type of paper associated with the electronic document 
and the deformation, the second haptic signal config 
ured to cause the haptic output device to generate a 
second haptic effect, the second haptic effect config 
ured to indicate the deformation. 
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14. The non-transitory computer-readable medium of 

claim 13, wherein the gesture comprises a page-turn gesture 
or the multi-page turn gesture, the deformation is based on 
the gesture and the metadata, and the second haptic effect 
comprises texture or a change in friction. 

15. The non-transitory computer-readable medium of 
claim 14, wherein the contact data comprises pressure data, 
and the change in friction is based on the pressure data. 

16. The non-transitory computer-readable medium of 
claim 14, wherein the program code is further configured to 
generate and transmit an audio signal based on the gesture 
and the metadata. 

17. The non-transitory computer-readable medium of 
claim 14, wherein the multi-page turn gesture comprises a 
scrub gesture, and wherein the program code is further 
configured to: 

transmit the second haptic signal for each page of the 
electronic document accessed by the scrub gesture 
comprising the deformation. 

18. The non-transitory computer-readable medium of 
claim 14, wherein the program code is further configured to 
determine the gesture based at least in part on the metadata. 

19. The non-transitory computer-readable medium of 
claim 13, wherein the gesture comprises a folding gesture, 
the deformation comprises a folding of the portion of the 
document, and the second haptic effect comprises a texture 
or a change in friction. 

20. The non-transitory computer-readable medium of 
claim 19, wherein the folding deformation is configured to 
simulate the size and shape of the fold based on the gesture 
and the metadata. 

21. The non-transitory computer-readable medium of 
claim 13, wherein the gesture comprises a cut gesture, the 
deformation comprises a cutting of the portion of the docu 
ment, and the second haptic effect comprises a vibration. 

22. The non-transitory computer-readable medium of 
claim 12, wherein the metadata comprises at least one of a 
roughness characteristic, a color characteristic, weight char 
acteristic, an age characteristic, a brittleness characteristic, 
or a compliance characteristic associated with the electronic 
document. 

23. A system comprising: 
a computer-readable medium; 
a touch-sensitive input device; 
a display; and 
a processor in communication with the computer-readable 

medium, the touch-sensitive input device, and the dis 
play, the processor configured to: 
receive an electronic document comprising a plurality 

of pages: 
generate and transmit a display signal configured to 

cause display of the at least a portion of the elec 
tronic document; 

in response to a multi-page turn gesture on the touch 
sensitive input device, perform a multi-page turn by 
causing multiple pages of the plurality of pages to 
turn in Succession; and 

generate and transmit a haptic signal in response to a 
particular page of the plurality of pages being passed 
during the multi-page turn, the haptic signal config 
ured to cause a haptic output device to output a 
haptic effect. 

24. The system of claim 23, wherein the processor is 
further configured to: 

receive contact data based on an interaction with the 
touch-sensitive input device, the contact data associ 
ated with the portion of the document; 
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determine a gesture based on the contact data; 
determine a deformation of the portion of the document 

based on the gesture; 
generate and transmit a second display signal configured 

to cause display of the portion of the document com 
prising the deformation; and 

generate and transmit a second haptic signal based on a 
type of paper associated with the electronic device and 
the deformation, the second haptic signal configured to 
cause the haptic output device to generate a second 
haptic effect, the second haptic effect configured to 
indicate the deformation. 

25. The method of claim 1, further comprising: 
transmitting the metadata to, or downloading the metadata 

from, a remote device. 
26. The method of claim 1, wherein the metadata com 

prises a visual characteristic associated with the electronic 
document, the visual characteristic comprising a blemish, a 
reflectiveness, or a color change parameter. 
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27. The method of claim 1, further comprising: 
responsive to a passage of time, generating updated 

metadata configured to simulate virtual wear and tear of 
the electronic document over the period of time. 

28. The method of claim 1, wherein: 
receiving the metadata comprises receiving the metadata 

from a remote device; and 
associating the metadata with the electronic document 

based on the second characteristic comprises associat 
ing the received metadata with the electronic document 
based on the type of paper, a filename of the electronic 
document, or information within the electronic docu 
ment. 

29. The method of claim 1, wherein the particular page is 
a predetermined page of the electronic document, and fur 
ther comprising: 

determining the particular page based at least in part on 
the metadata prior to transmitting the haptic signal. 


